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Introduction

Productivity and technological change have probably been the major influence on the nature of the lives that we lead relative to the lives that our forebears had and next generations will have. In all fields of science, these are the central issues of discussion. The issue of technological progress is so complex, that one cannot explain very simply, because the subject matter has wide and deep dimensions, the discussion whish can go from economy wide technical advancement to intra-firm technological diffusion. To understand this complex phenomenon, one cannot ignore the productivity, technological change, vintage of capital, obsolescence, it is more important to give some discussion about the nature and measurement of change.

1.Vintage Capital Model
Always in the real world, the production capacity is influenced by two factors, i.e., one is by the entrance of new vintages and other is resulting from the outgoing older vintages, either declining in efficiency or being scrapped. The effects of these new vintages and old vintages on the production capacity are positive and negative respectively. Generally, the new vintage is better than the older one because it incorporate experience and new technical ideas which were developed in the period between the production of the older and the newer. So, it should be noted in this connection that if one wants to measure the production capacity of  a firm, industry, or economy, it concerns not only the addition of new, but also the scrapping the older vintages.
In the discussion of productivity estimation, it is not clear how one can handle obsolescence properly. “Discussions of productivity estimation that do not state how obsolescence is handled (which is true of much of the literature) risk either excluding it or double counting it. Indeed the well known differences between the Jorgenson- Griliches (1967, 1972) and the Dennison (1969, 1972) estimates are fundamentally about obsolescence. Dennison excludes it and Jorgenson and Griliches first double count it and then put it into only service decline.” (Miller 1983 p.283). However, Professor P N Mathur measures the obsolescence of the vintage through the scale of variable cost  per unit of output. In this present section the main emphasis of discussion will be on Professor  Mathur’s approach. The main features of this approach are as follow:
i) In a growing economy, layers of techniques with different productive efficiencies exist and work simultaneously; this is called a state of flux.

ii) A successful innovation lowers the variable cost per unit of output and an entrepreneur’s decision about whether to continue in production is dependent on variable cost per unit of output.

iii) The appearance of best technology does not reduce the ability of existing technologies but the entrance of best technology in the market can make them obsolete through the force of variable cost per unit of output. Those establishments which are on the verge of obsolescence are using marginal techniques determine the price.

iv) In a state of flux, the firms using the new technology will be having the highest returns. Professor Mathur called these returns over the recurring cost of production (which includes the interest on the working capital) as the technological surplus of a firm. A firm will continue working so long as it earns a non-negative technological surplus. An establishment of the nth technology will be earning zero technological surplus, while establishments with younger technologies will naturally earn higher surplus.

v) This technological surplus is similar, but different in some respects to Schumpeterion’s profit and Ricardo’s rent. “The technological surplus is very much akin to what Schumpeter’s profit excludes interest, depreciation, etc., on the fixed capital, while depreciation and interest on the fixed capital are included in technological surplus……. The technological surplus is almost like Ricardo’s rent. It is, like rent, based on differential efficiency of different units and is equivalent to difference between the earning of various units from that of a no- rent unit (or a no technological surplus unit). Both are surplus whose squeezing should not affect the production activities of the economy in the short run………  But as soon as we think about the long-run the implication of the two become widely divergent. Over time new firms spring up each being more and more efficient than the previous ones and thus earning more technological surplus while there is no counterpart of that in Ricardo’s theory of land rent” (Mathur 1992, p7-8).
vi) This technological surplus looks like Marshallian quasi-rent but in Marshallian quasi-rent a new firm has no particular advantage over its predecessors whereas this is not in the case of technological surplus.

vii) We can say the technological surplus, which is the difference between the per unit price and per unit variable cost, determines the obsolescence of the older vintages.  This implies that no one is earning negative technological surplus. Even Shumpeterian profit is equal to zero, units are working because they are still earning positive technological surplus.
viii) Once fixed capital is installed, it may be worth only its scrap value, and its opportunity cost tends to zero; all new techniques coming forward will need special capital (Mathur 1970, 1972, 1989, 1990).
ix) All the new production is determined by the calculus of demand and supply. If revenues exceeds cost of production entrepreneurial profit is earned. Some of that profit may be reinvested in increasing the capacity of production of that commodity. This increasing supply will go on reducing its price until it becomes equal to its cost of production. Normal price cannot fall below that. A flex-price commodity becomes a fix-price one. Instead of its price being determined by the intersection of demand and supply curves, it is determined by the cost of production. The supply has reached a level that the price has to be reduced further than the cost at which it is possible to produce that commodity. The adjustment cannot be done through the Walrasian mechanism of adjustment of price structure. The technology itself puts a limit to the possible reduction in the prices of individual commodities. Therefore, this adjustment of supply and demand is done through increase of stocks of the finished product and reduction in the output afterwards. This indicates the situation of commodity overproduction. And from then on the market of the commodity, as stated above, changes from a flex price market to a fix-price one.  This approach is illustrated in figure 1a, 1b and 1c.
A simple economy is assumed, with two factors of production, one is fixed (K), and other is variable (V), there is only one kind of output (Q). Figure 1a explains the relationship between obsolescence  and average variable cost of production. To reduce the average variable cost needed to produce a given output requires a different technique, and this is only possible with a newer vintage of technique. When the marginal technique is on the verge of obsolescence, average variable cost tends to unity. A survival efficiency curve is the locus of all feasible combinations of average variable cost of production and obsolescence (economic life of the fixed factor). As shown in the figure 1a it must have a negative slope. Let us assume that the whole economy is working at constant prices and level of demand, and that a number of vintages are working simultaneously with different productive efficiency. At that time the survival efficiency curve for the fixed factor is AD. Points P and D show the variable cost per unit of output of best-practice and marginal technique respectively, so PA is parallel to the vertical axis. Assuming that only the demand for the commodity is increased, whilst other things remain the same (and if capital equipment did not physically deteriorate and new investment = 0), a new survival efficiency curve will be ADE, which shows that an increase in demand will bring less and less efficient technologies into production and outmoded techniques become marginal. With the change in demand there is a change in the origin from O toO2 , reflecting a change in the level of capacity. It is observed from the survival efficiency curve, that the feasible region lies on the and under this curve. Assume now that there is a change in the technology as new vintages enter the economy. Since we assumed that new technologies generally have lower variable cost per unit of output, the new origin is O1 and the new survival efficiency curve will be CB, which explains that the marginal technique of today becomes obsolete and the best technique of yesterday becomes the average technique of today. Above we have two cases, first where only demand changes, and second a new vintages is introduced. In both cases, the marginal technique is going to be changed. The survival of the marginal is dependent on the demand conditions of the economy, the speed of innovations and their diffusion, and the structure of the market. Notice, that with the change in the origin, the survival efficiency is increasing and decreasing, because the area under this curve represents the survival efficiency of the particular vintage. When the area is greater than the previous one, the survival efficiency is also increasing and vice-versa.   
Another question arises about the occurrence of that situation when both technology and demand are changing simultaneously. In this perspective we will face two situations:

i) Increase in demand

ii) Decrease in demand

a) If the increase in demand is equal to the capacity created by the new technology, the marginal technique will be the same but the survival efficiency curve is CB instead of AB and origin will not shift, the common portion of these two curves is AC, and the new area is CP2 B. For the old techniques the chance of survival is lower and the fear of obsolescence higher than previously, due to newly generated capacity. 

b) If the increase in demand is greater than the new created capacity, the net increase is EF, the previous marginal technique will earn positive technical surplus; the new survival efficiency area will be CFP1 greater than the original efficiency area CBP2 , and the variable cost per unit of output associated with the marginal technique is O1 F. 

c) If demand is increasing less than the new created capacity then the origin will shift upward, so the area must be decreased.

d) The shifting of the origin will be in the same manner as under the condition of decrease in demand or increase in capacity. In both of the cases a number of techniques might become obsolete.   
e) If that vintage which is using best-practice technique has a sufficient capacity to fulfill the demand conditions of the economy, then this technique is simultaneously acting as best-practice and marginal technique. In this situation the survival efficiency curve will be parallel to the vertical axis and has an infinite chance of survival and the shape of curve will not change until a new technique enters the market or demand increases.
f) This process will not end, unlike land in Ricardo’s theory , and the entrance of new technique has no limit.

The phenomenon of layers of techniques can be explained by the figure 1c. At the beginning the capacity is AA1 .  After generating new capacity with new technology, total capacity is increased to BB1 , then to CC1 and so on. If demand does not simultaneously increase then some portion of the old technique will become obsolete as in the figure 1c, first from AA1 then from then from BB1 and so on. 

In this analysis four kinds of vintages are exist simultaneously, i.e., obsolete but not yet scrapped, survivor (marginal, on the verge of obsolescence), survivor (average) and new (marginal, best-practice). And also this the life history of any vintage from best-practice to worst. Exit and entry of vintages is related to variable cost per unit of output. Those establishments which are observing low variable cost have more chance of survival than those with higher variable cost per unit of output. A particular vintage may not die forever; one can expect some chance of rebirth, so that a vintage which is not completely dead, is in the position of a coma, and either complete death or rebirth can be expected. At the beginning of their life all vintages are modern and their AVC is lower compared to the industry’s average; the rest of their life is spent in becoming progressively more outmoded as a continuous flow of new techniques becomes available and are incorporated in the capital of younger vintage. A point is reached where the AVC is above average so that their existence tends to increase the industry-wide average and the reverse is the case for the best-practice techniques.

If the prices of the commodities and the factors of production do not change, the improvement in the best-practice techniques from one vintage to other allows a lower level of AVC and thus the possibility of spur-normal technological surplus.  We can simply state, in relation to our main discussion, that the margin of obsolescence is determined by the level of variable cost per unit of output; when variable factors are expensive, an economy must adjust rapidly to new methods which require variable factors; when variable factors are cheap, this pressure is absent and outmoded methods of the past are retained in the capital stock.
It is thus clear that the lag in the utilization of new techniques is primarily a reflection of an economy’s supplies of new investment relative to its variable factors. The model provides us with the explanation that to increase the productivity of variable factor a firm must speed up its replacement expenditure to obtain more new techniques. And this reflects the working life of capital equipment which is , as clearly shown, not purely a technical consideration; but is influenced by changes in product and factor prices.

The important implication from the above discussion relating to obsolescence is not parallel to physical depreciation. The rate of obsolescence reflects basic characteristics of an economy and performs the important role of determining how far the past is allowed to intrude into the present. An economy in the process of change embodies its past in it is economic to bring the capital stock into harmony with the present. An economy with meager supplies of investment must accept a low rate of obsolescence, and a slow adjustment to all changes involving new capital equipment; and economy with abundant investment can afford rapid rates of obsolescence and a rapid adjustment process.
The production function is constructed by economists, by transforming it from the physical-technical properties of production which are the concerns of engineers,. In practice firms, due to factor market imperfections, do not always use the best-practice plant. Other profitable plants also co-exist. The more realistic production function is, therefore, the one which has a limited number of factor proportions; the Marx-Leontief  type is the special case where a given output can only be produced by single fixed-proportion of inputs. This leads to the problem that data collected by the Census of production do not truly represent the theoretical production function but rather the aggregate factor proportions or the average-practice coefficient. This gives rise to the practical problem that regression analysis, whether cross-section and time-series, are based not on the best-practice coefficients but on the “aggregate factor proportion or average practice coefficients, against recent costs” (R. Boddy, 1987, p.127) which leads to biases in the estimates. The extent of bias depends upon how far the average-practice coefficients departs from the best-practice coefficients.
2. Measurement of Technological Change: A new Approach
A number of studies discussed the measurement of technological change or the efficiency of the firm and industry. Unfortunately, no consensus can yet be found among the expertsabout the methodology of its measurement. However, partial factor productivity, multifactor or total factor productivity, and the typical production function approach are the most popular techniques. The historical development of the issue is surveyed by Nadri (19700, Kennedy and Thirwall (19720, Sato and Ramchandran (1980),  productivity and technological change is thoroughly discussed by Fabricant (1959) whereas Salter(1960) gave a new dimension to this problem

At one time it was fashionable to measure technical progress simply in terms of the productivity of one factor alone-usually labor-but as an indicator of technical progress this “partial” approach is now rightly discarded since it assumes a one-factor world when there are at least two measurable factors of production, if not more. The studies were purely factual, recording movements in labor productivity, but with no casual explanation (Jorgenson and Griliches 1967).
Two most familiar production functions are used for this purpose;
i) Cobb-Douglas Production Function

ii) C.E.S. Production Function

The former is used by Tinbergen (1942), Valavanis (1955), Walters (19630, Abramovitz(1956),  Solow (1957), Levin (1960), and Brown and Popkin (1962), While Kendrick and Sato (19630, Fergouson (1963), Brown and de Cani (1963), Nerlove (1967) and Nelson (1965) used latter.

In general economic literature has two indexes for the measurement of technological change, referred to as Divisia indexes; 

i) Kendricks’ Arithmatic Index

ii) Solows’ Geometric Index

Indeed, all the above approaches have been remarkably popular but unfortunately they are not perfect substitutes for each other, and every measurement produces different results and does not resolve all the problems. All these approaches are very useful when someone wants to start a business, or in other words, the project appraisal, but for the measurement of the survival potential they do not give a true picture of the firm or industry. In this respect the approach developed by Professor P N Mathur has its own theoretically and empirically significance (Azid 2002, Azid and Khawaja 2003,  Mathur 1991). According to this approach, variable cost per unit of output is the exact measurement of technological change when considering obsolescence.

The main intention of the following section discuss some theoretical differences of the above-mentioned three techniques and that developed by Mathur. At that end of this section some empirical relationship will be presented among all of them.
2.1 Two Concepts of Efficiency
The concept of efficiency as measured by labor productivity, total factor productivity and production function are fundamentally different from that measured by the average variable cost. Even between themselves these three measure of efficiency measures different things. It can be seen by measuring the rank correlation between the order given by each of these three traditional measures of efficiency. It would be difficult to find a perfect correlation between them. However, there is no comparative discussion of these concepts in the published economics literature.
While total factor productivity and the production function try to approximate overall efficiency, the average variable cost measure also tries to gauge the Survival Potential of the firm. These two concepts are very different. While the former is important when we are setting up a new establishment, the latter is also useful when fixed capital is already  sunk beyond significant retrieval. The measurement of the former for a running firm has only evaluative significance, as the expenditure on fixed capital is already done. The latter tells us how the establishment is facing its current competition in the accounting sense that matters for its running or closing down rather than the overall accounting sense which indicates the profitability of the investment. When an establishment finds itself on the verge of infeasibility, its decision to close down will not depend on whether it is getting any returns on fixed capital which is irretrievably gone, but on whether it is able to meet its working expenses. That is not when its overall productivity has become negative but when the survival efficiency or potential between the variation from production function and average variable cost ranking can be explained by the fig. 4.
Let fig ? give a production function in an isoquant format with fixed inputs and variable inputs as an argument. Point ‘A’ and ‘B’ may represent two firms. It is obvious that the distance of ‘B” from the production function would be positive while that from ‘A’ would be negative. Thus ‘B’ would rank above ‘A’. While in the variable cost ranking ‘A’ is way above ‘B’. Thus even if all the firms are exactly on the production function they would differ markedly by the average variable cost combine the random variations from the production function and these due to the movement along it.
As explained above, the survival potential is dependent on the average variable cost. This raises another issue. In the theoretical literature, the three classifications of technical progress most commonly used those due to Hicks (1932), Harrod (1948) and to Solow (1962). Definition of labor-saving and capital-saving bias follow naturally from their definition of neutrality. By using the criterion of survival potential, it is interesting to find that even if technological progress is neutral the effect is not neutral, this phenomenon can be explained by fig. 5
The isoquant, IQa, in fig ? shows the same level production but with combinations of capital and labor, i.e., different vintages are working together and producing the same level of output by using the flood of techniques with different intensities of labor and capital. At the upper end of IQa, e.g., at point ‘E’ the firms are using labor-intensive techniques and at the lower end at point ‘F’ firms are using capital-intensive techniques, and in between of these two ends, we find a mixture of both techniques existing. After technological progress IQa is moving towards the origin to IQb. This shift is parallel, showing that technical progress is neutral, but the effects on costs and survival are not clear; the shift may not be neutral. At point ‘E’ of the IQa, firms are using labor-intensive techniques and at point ‘F’, firms are working by using capital-intensive  techniques. So after the technological progress, how is it possible that the effect is the same on the firms? Naturally those firms which are using labor-intensive techniques are quickly going to be obsolete compared to those firms which are using capital-intensive techniques. Every time a flood of techniques enters the market, existing capital techniques survive longer than labor-intensive ones. So technological progress which is neutral in terms of isoquants, in fact is not neutral in terms of the criterion of survival potential, and in real terms the curve should be IQb’, as in fig. 6.
In this section an effort is made to compare the different measures of technological change and efficiency. In doing so, we brought two largely independent measures, which do not have a common analytical basis in the theory of technological change. The motivation was a belief that Professor’s approach conceptually different from the traditional measures of technological change. Clearly these two concepts are neatly separable both in theory and practice, i.e., one is related to the starting point of business and other is related to obsolescence. Consequently technological progress is viewed differently in the two approaches, for example a parallel shift of the isoquant  does not have the same meaning as in the traditional production function approach.
3 Data Requirement
The preceding analysis points out that the knowledge of both best practice and least efficient coefficient is more essential than the knowledge of average coefficients for disaggregating planning and forecasting as well as for exercising a suitable economic policy. Therefore, the analysis underlines the need for compiling input-output tables referring to the best practice and the least efficient techniques, rather than to the average technique, in order to improve the reliability of input-output estimates.

The data were tabulated by the US Census Bureau from its Longitudinal Research Database (LRD). This research is based on data from the 19821 Census of Manufacturers. Individual establishment data in the LRD file were sorted at three digit level according to the following scheme. First the cost per unit of output for every establishment in every industry was computed. Output was defined as shipment plus the changes in the finished goods and half of goods – in – progress inventories between 1981 and 1982. Total variable cost was defined as the sum of the purchased materials, fuels, electricity, communication services, and building and machinery repairs plus worker payroll and supplementary labor cost. Thus the information gathered in this stage pertained to the average variable cost (AVC) of each establishment. Disclosure rules prevent the Census of Bureau from releasing information on any single establishment. Therefore, the unit of observation had to be changed from an establishment to a group of establishments. This was done by first arranging all establishments in order of rising unit variable cost within each three digit industry as a whole. Then groups of establishments were formed in such a way that unit cost of each establishment within a group was less than that of  any  establishment s in the subsequent group. The number of establishments that fell within a group was determined in such a way that this number be equal for all groups within an industry.

Once these groups were formed information was collected for variables like output, employment, material and energy inputs, wages, etc. In fact most of the data available on the short file of the Census were collected. We did not collect the data regarding individual material input as that would have led to tabulating data from the comprehensive files themselves. This would have  been not only very time-consuming but also quite costly in term of resources. Further, it would have been much beyond our aim to have a preliminary understanding of the dimensions and hence practical importance  of the problem of layers of  techniques in US manufacturing industry. 

For empirical testing we select the following eight US three digit chemical industries to measure the effects of technological change under the state of flux. These three digit industries areas: Industrial inorganic Chemicals (SIC 281), Plastics Materials and Synthetics (SIC 282), Drugs (SIC 283), Soap, Cleaners and Toilet Goods (SIC 284), Paints and Allied Products (SIC 285), Industrial Organic Chemicals (SIC 286), Agricultural Chemicals (SIC 287) and Miscellaneous Chemicals (SIC 289). Among the eight US three-digit chemical industries, Industrial Chemicals (SIC 281), Drugs (SIC 283), and Agricultural Chemicals (SIC 287) have 25 groups of establishments and the other five industries consist of 50 groups. List of variables used in this analysis is as below:

Variable

Description

AVC


Variable Cost Per Dollar Worth of Output

TE


Total Number of Employees

PW 


Number of Production Workers

PH


Production Workers’ Hours

SW


Pay Roll-all Employees Per Dollar Worth of Output

WW


Pay Roll of Production Workers Per Dollar Worth of Output

LC


Supplementary Labor Cost Per Dollar Worth of Output

Labor


Total Labor Cost Per Dollar Worth of Output

EF


Fuel Cost Per Dollar Worth of Output

EE


Electricity Purchased Per Dollar Worth of Output

Energy


Total Energy Cost Per Dollar Worth of Output

CPC


Communication Cost Per Dollar Worth of Output

4. Separation of Techniques and their Estimation
Procedures for splitting up data into different segments are available in the literature, but almost all the existing literature deals with time-series analysis. However, in the existing literature it is hard to find statistical techniques which can be used to split up cross-section data into different segments which are significantly different to each other. As discussed in the previous section, our data of average variable cost is arranged in ascending order; for this type of data a methodology is developed which gives a guideline for splitting up the data into different segments, which are significantly different to each other.

4.1 Separate Techniques

If the data are examined then two types of variations can be observed:
i) If average variable cost is changing smoothly, it implies that the existing technique of production in that sector is not changing completely, possibly some retrofitting is occurring in the production processes; due to this the efficiency of that process is going to be gradually increased.

ii) On the contrary, a significant or a remarkable jump may appear in average variable cost, indicating that a new technique is introduced in that sector, i.e., best-practice technique of that sector at that time, consequently lowering average variable cost. But some jumps are not observed clearly, either these are part of existing technique )just some retro-fitting, possibly or minor improvements) or a new technique is introduced. In a state of flux it is necessary to know that how many techniques are working simultaneously. For achievement of this objective, an iterative methodology is developed. The main feature of this methodology  are as below:
a) Take the difference of average variable cost, from a larger value to the next lower value, i.e., from the bottom to the top of the series (data are in ascending order).

b) The difference is regressed on the relevant percentage of total capacity.

c) Delete the largest difference and again regress on the percentage of the totalcapacity, and repeat the procedure.

d) The ‘jump mean of square’ is obtained by taking the difference of the total sum of squares of the first regression from the next regression, divided by the degree of freedom (which is obviously equal to one).

e) The ‘error mean of squares’ is the total sum of squares of the next regression divided by the total degrees of freedoms.

f) The F-value is the ratio of ‘jump mean of squares’ to ‘error mean of squares’. If the value is significant at these degrees of freedom, then continue the procedure,  otherwise stop the iteration; there is no need to go further. 

g) The values between any two significant jumps are regarded as representing one major technique.

By using the above methodology, different segments of the households based on their per capita income can be found, which are prevailing simultaneously, and a line can be drawn between various segments.  
The average variable cost was regressed on the percentage of total capacity. Table 1 shows the number of techniques discovered in the different sectors of the 3-digit US chemical industries.

In Table 1 and 2 it is not important how many techniques appear in the series; the question is, does the information give a clear or vague idea of the number of techniques used?  However, Table 1, 2, and 3 indicates that the data gives a clear picture of the layers of techniques.
Table 1

Number of Techniques in 3-digit Chemical Industries (Working Simultaneously)

Name of Industry





Total Number of Techniques
Industrial Inorganic Chemicals (SIC 381)




03

Plastics Materials and Synthetics (SIC 382)




03

Drugs (SIC 383)







04

Soap, Cleaners and Toilet Goods (SIC 384)




07

Paints and Allied Products (SIC 285)





12

Industrial Organic Chemicals (Sic 386)




08

Agricultural Chemicals (SIC 287)





04

Miscellaneous Chemicals (SIC 289)





06

Table 2
Full Description of Techniques According to their First and Last number of Observation

Name of Industry

                           Technique and Ist and last Number of Observation
Industrial Inorganic Chemicals (SIC 381)

01

01-03









02

04-23








03

24

Plastics Materials and Synthetics (SIC 382)

01

01-44









02

45-48








03

49-50

Drugs (SIC 383)




01

01-05









02

06-14








03

15-23








04

24-25

Soap, Cleaners and Toilet Goods (SIC 384)

01

01









02

02-41







03

42-45







04

46







05

47








06

48-49








07

50

Paints and Allied Products (SIC 285)


01

01








02

02








03

03-13








04

14-20








05

21-30








06

31-36








07

37-38








08

39-43








09

44








10

45-47








11

48-49








12

50

Industrial Organic Chemicals (Sic 386)

01

01








02

02-03








03

04-38








04

39-40








05

41-42








06

43-47








07

48








08

49





Agricultural Chemicals (SIC 287)


01

01









02

07-16







03

17-23








04

24-25

Miscellaneous Chemicals (SIC 289)


01

01







02

02-43








03

44-45








04

46








05

47-49








06

50

Table 3

Number  of Single Groups Using the Separate Technique in US 3-digit Chemical Industries
Name of Industry



Number of Single Groups      Total Number of Techniques in the sector
Industrial Inorganic Chemicals (SIC 381)

01

03





Plastics Materials and Synthetics (SIC 382)

---

03




Drugs (SIC 383)




---

04








Soap, Cleaners and Toilet Goods (SIC 384)

04

07





Paints and Allied Products (SIC 285)


04

12






Industrial Organic Chemicals (Sic 386)

03

08






Agricultural Chemicals (SIC 287)


---

04







Miscellaneous Chemicals (SIC 289)


03

06

4.2 Estimation of the Techniques

After observing the different techniques, which are significantly different to each other, estimation of them is not a problem. Priorer and Garber (1974), and Priorer (1974) developed an econometric model for the estimation of this type of data, and the whole series can be estimated by the formation of one function instead of estimating the segments separately. This model allows elimination of instantaneous jumps or discontinuities in the function. The percentage of total capacity is taken as independent variable and average variable cost is acting as the dependent variable. 
Figures 4(a) to 11(h) explain the estimation of series. For the similar segments and with the same pattern, we also tried to estimate the wage cost and energy cost per dollar worth of output [figure 5(a) to 5(h)]. Figure 4(a) explains that in this sector of chemical industry, after a very long period of time a revolutionary step is taken and a new techniques working simultaneously in this industry. In this industry, it does not appear that a large number of groups are using a similar or slightly modified technique like Soap and Plastics industries. Industrial Organic Chemicals shows a slightly different behavior than Inorganic industry. Five techniques are working together  (after eliminating the outliers), the same as Organic Chemicals; after a very long period a new technique has been introduced. Technological behavior of Agricultural Chemical Industry, looks like the Drugs Industry, is perhaps due to its buoyant demand conditions, and the demand for agricultural products itself, which may prompt a demand for new techniques. It is interesting to note that the style of techniques in the Miscellaneous Chemicals  is similar to Soap, Cleaners and Toilet Goods: continuous small changes in technique. This is because of the similar historical nature of these industries. Miscellaneous Chemicals Industry consists of five sub-industries, i.e., Adhesives and Sealants  (SIC 289), Explosives(SIC 289), Printing Ink (SIC 2893), Carbon Black (SIC 289) and Chemicals and Chemicals Preparation (SIC 2899, not elsewhere classified). All of these may not require a big innovation.
This is an important point that within the same technique some groups, besides the retro-fitting their production processes, may earn higher return than others, due to different social, economic, geographical factors, or high quality of management.

Annexure A
A Model: On the basis of previous discussion following model can be developed. An economy having continuous technical advance will be embodying a portion of improving know how in the new investment being undertaken. Investment of different vintages will work with different efficiencies, and as such may require different amount of various inputs, labor and working stocks to produce a unit of output. At a particular time, we may expect fixed capital equipment of several vintages to be in situ for producing the same commodity. When investment is done in the equipment of the latest technique, the older equipment may also continue production, though by the very nature of things it is likely to be earning lesser returns. The old equipment will go on producing until enough capital of the newer vintages is not accumulated to satisfy total demand for that commodity. In a competitive industry with a free entry, innovators with better  techniques would be able to start production units and if the demand does not increase pari pasu, they will be able to lower the price there by displacing the requisite number of the most inefficient production units of the commodity from the market. However, a monopolist may delay purposely the introduction of the new process thus giving more time for the older capital equipment to survive economically than would have been otherwise possible. 

Thus in a state of technological  change we expect to witness a spectrum of technologies of different vintages existing and working simultaneously. We can define the technology associated with ‘kth’ vintage capacity for the production of the ‘jth’ commodity as follows.
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C(kj) may denote capacity; A(kj), and S(kj) input and working stock per unit of capacity; and l(kj) labor coefficient.

Further, let  e(kj)  =  Pj  - wl(kj)   - PA(kj) - rPS(kj) be the excess left after meeting the prime costs pre unit of output. We may call this excess as ‘Residual’. It may be noted that while price (P), wage rate(w), and interest rate can be assumed to be the same for all units irrespective of their vintage or technique of production, the ‘residual’ is different for each. It is on the value of this residual that the actions of an individual unit depend. When investment is being undertaken in equipment pertaining to a new technology, the expected residual should be large enough to cover not only the interest and depreciation charges, the risk premium etc, but also the profit expectations of the entrepreneurs themselves. It may remembered that this residual is not like a fixed annuity over the physical lifetime of the equipment as will be the case if there is no technological progress and so no obsolescence. In this age advancing technology, the value of this residual should be progressively declining, and an entrepreneur should take this into account while making his investment decision. 

However, after installation of fixed capital equipment when it eventually becomes not economically worthwhile to produce with it, it can only fetch its scrap value. Thus its opportunity cost is almost zero. Therefore, in taking decision whether to continue the production process, the unit will not consider whether it can get any returns on the fixed capital by continuing production. It should continue production so long as it can cover the prime cost of production. In other words, a unit will remain in production until its residual is not negative.

Let where 
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 and 
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denote the input output, and capital coefficients matrices and labor vector respectoively representing the technology of marginal units of each commodity which have their residual zero. For this we should have  
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Thus given wage rate and interest rate the prices are given by 


[image: image5.wmf]P

w

L

I

A

r

S

=

-

-

-

(

)

1


Let 
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 denote the output of these units with marginal techniques, then net output available for final use is 
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 the total wage bill of the units with the marginal techniques. Thus given interest rate, the marginal technology determines both price structure as well as the real wage rate in the economy. It can be shown, similarly that given real wage rate the marginal technoloy will determine the interest rate as well as the price structure. There is one degree of freedom, either wage rate or the interest rate can be independently determined. 

The marginal technology itself will determined in such a way that the total savings in the economy are equal to total investment and other autonomous demand. Short term increases in demand will bring less and less efficient technologies into production, thus increasing employment in the economy. These techniques will be economically viable only if the real wage rate and/or the interest rtae decreases. This in its turn will increase the residuals of all the units. The saving rate is likely higher from the transitory residual income than from the wage or interest incomes. This redistribution of income in all the working units will, therefore, increase the total savings. Over and above there will be some savings by the income recipiets from the increased productoin.  Thus bringing more and more marginal techniques into production will incraese total savings in the economy. Similarly in the opposite case of taking more and more marginal firms out o production will decrease the total savings.
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